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Abstract

With the increasing penetration of renewable generating units, especially in

remote areas not well connected with load demand, there are growing inter-

ests to co-optimize generation and transmission expansion planning (GTEP) in

power systems. Due to the volatility in renewable generation, a planner needs

to include the operating decisions into the planning model to guarantee fea-

sibility. However, solving the GTEP problem with hourly operating decisions

throughout the planning horizon is computationally intractable. Therefore, we

propose several spatial and temporal simplifications to the problem. Built on

the generation expansion planning (GEP) formulation of Lara et al. (2018), we

propose a mixed-integer linear programming formulation for the GTEP prob-

lem. Three different formulations, i.e., a big-M formulation, a hull formulation,

and an alternative big-M formulation, are reported for transmission expansion.

We theoretically compare the tightness of the LP relaxations of the three for-
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mulations. The proposed MILP GTEP model typically involves millions or

tens of millions of variables, which makes the model not directly solvable by

the commercial solvers. To address this computational challenge, we propose a

nested Benders decomposition algorithm and a tailored Benders decomposition

algorithm that exploit the structure of the GTEP problem. Using a case study

from Electric Reliability Council of Texas (ERCOT), we are able to show that

the proposed tailored Benders decomposition outperforms the nested Benders

decomposition. The coordination in the optimal generation and transmission

expansion decisions from the ERCOT study implies that there is an additional

value in solving GEP and TEP simultaneously.

Keywords: OR in energy, Power Systems, Generation Transmission

Expansion, Mixed-integer Programming, Decomposition Algorithm

1. Introduction

Generation expansion planning (GEP) of power systems involves determin-

ing the optimal size, location, and construction time of new power genera-

tion plants, while minimizing the total cost over a long-term planning hori-

zon (Conejo et al., 2016; Koltsaklis and Dagoumas, 2018). There is a growing

interest to use mathematical programming models to solve generation expan-

sion planning problems (Lara et al., 2018; Sadeghi et al., 2017; Oree et al.,

2017). Conventional power units are dispatchable thermal power plants that

can provide stable power output. Due to computational tractability concerns,

generation expansion models can ignore short-term operating decisions. How-

ever, with the increased penetration of renewable generation technologies, such

as solar and wind, power systems nowadays need to be more flexible so as to

adjust to the volatile power generation from renewables. In this case, opera-

tions decisions, such as unit commitment, ramping decisions, become important

to assess system feasibility (Ding and Somani, 2010; Koltsaklis and Georgiadis,

2015; Pina et al., 2013; Poncelet et al., 2014; Shortt and O’Malley, 2010; Flores-

Quiroz et al., 2016; Palmintier and Webster, 2011; Lara et al., 2018; Lohmann
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and Rebennack, 2017). Due to the incorporation of short-term operating con-

straints into the long-term planning problem, the integrated model is compu-

tationally challenging. In order to solve such multi-scale problem e�ciently,

Lara et al. (2018) use nested Benders decomposition to solve a GEP model with

unit commitment. Lohmann and Rebennack (Lohmann and Rebennack, 2017)

develop a tailored Generalized Benders Decomposition algorithm.

Transmission expansion planning (TEP) refers to installing new transmission

lines or expanding the capacities of existing transmission lines in a power system.

Bahiense et al. (2001) propose a mixed integer disjunctive model for transmis-

sion network expansion. (Alguacil et al., 2003) propose an MILP model that

considers losses and guarantees convergence to optimality for the TEP. Zhang

et al. (2013) propose an improved model that includes a linear representation

of reactive power, o�-nominal bus voltage magnitudes and network losses. For

a more detailed review of of TEP models and algorithms, we refer the readers

to the review papers (Hemmati et al., 2013; Ude et al., 2019).

GEP and TEP are generally solved as two independent optimization prob-

lems since the market agents addressing these two problems are di�erent. GEP

pertains to producers, while TEP pertains to a regulated planner. However,

the signi�cant penetration of renewables into power systems may lead to their

concentration in remote areas not well connected to load demand (Koltsaklis

and Dagoumas, 2018). Therefore, installing renewables in those remote ar-

eas could compromise transmission expansion. The recognition of transmis-

sion's interaction with generation expansion has motivated the development

of co-optimization methods to consider the tradeo�s between generation and

transmission expansion (Krishnan et al., 2016). Several works have been re-

ported to simultaneously optimize generation and transmission expansion plan-

ning (GTEP) (Pozo et al., 2012; Aghaei et al., 2014). We refer to Table 1 of the

review paper (Koltsaklis and Dagoumas, 2018) for a long list of works. See also

the review paper (Gacitua et al., 2018).

A number of related works consider uncertainties in the planning problem

using two-stage or multistage stochastic programming (Lara et al., 2019; O'Neill
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et al., 2013; Liu et al., 2017), robust optimization (Mej��a-Giraldo and McCalley,

2013; Baringo and Baringo, 2017). (Le Cadre et al., 2015; Pozo et al., 2012)

apply game theory or multi-level optimization to characterize the interaction of

the participants in the markets.

This paper is an extension of the GEP model reported in Lara et al. (2018)

to a GTEP model. in Lara et al. (2018), the authors propose an MILP model for

deterministic generation expansion planning problem that represents the hourly

operating decisions of the generators and storage units. Renewable generation

and load data on some representative days are used as the input to the hourly

unit commitment model (Mallapragada et al., 2018). Lara et al. (2018) use a

tailored nested Benders decomposition algorithm to solve the multi-scale GEP

problem. However, in Lara et al. (2018) transmission expansion planning is not

considered and the power 
ow equations ignore Kirchho�'s voltage law.

The major contributions of this paper are listed below.

� We extend the model in Lara et al. (2018) by considering transmission

expansion and DC power 
ow equations.

� Three di�erent formulations for transmission expansion, i.e., big-M formu-

lation, hull formulation, and an alternative big-M formulation proposed

by Bahiense et al. (2001) are investigated.

� The proposed GTEP model is computationally more challenging to solve

than the GEP model in Lara et al. (2018). Regarding solution technique,

the novel contribution of this paper is a tailored Benders decomposition

algorithm to solve the GTEP problem. We compare the nested Benders

algorithm (Lara et al., 2018) and the tailored Benders decomposition al-

gorithm for the new GTEP model.

� The case study demonstrates the importance of the coordination between

the generation and the transmission decisions in the optimal solution.

The rest of this paper is organized as follows. In section 2, we give the description

and the assumptions of the problem that we address. In section 3, we describe
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the MILP formulation for our GTEP model. In section 4, we describe two

solution techniques, a nested Benders decomposition and a tailored Benders

decomposition. In section 5, a case study from Electric Reliability Council of

Texas (ERCOT) is used to illustrate the working of the model and the e�ciency

of the solution techniques. We draw the conclusion in section 6

2. Problem Statement and Assumptions

Given is a geographical region with existing and potential generating units

and transmissions lines. The problem consists in making capacity expansion

decisions for both generation and transmission while considering the unit com-

mitment and power 
ow constraints at the operational level.

2.1. Generation representation

The existing and potential generation technologies are similar to the ones

used in Lara et al. (2018), i.e.,

� For the existing generators we consider: (a) coal: steam turbine (coal-st-

old); (b) natural gas: boiler plants with steam turbine (ng-st-old), com-

bustion turbine (ng-ct-old), and combined-cycle (ng-cc-old); (c) nuclear:

steam turbine (nuc-st-old); (d) solar: photo-voltaic (pv-old); (e) wind:

wind turbine (wind-old).

� For the potential generators we consider: (a) coal: without (coal-new) and

with carbon capture (coal-ccs-new); (b) natural gas: combustion turbine

(ng-ct-new), combined-cycle without (ng-cc-new) and with carbon capture

(ng-cc-ccs-new); (c) nuclear: steam turbine (nuc-st-new); (d) solar: photo-

voltaic (pv- new) and concentrated solar power (csp-new); (e) wind: wind

turbine (wind-new).

Also known are: the generating units' nameplate (maximum) capacity; expected

lifetime; �xed and variable operating costs; �xed and variable start-up cost; cost

for extending their lifetimes; CO2 emission factor and carbon tax, if applicable;
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fuel price, if applicable; and operating characteristics such as ramp-up/ramp-

down rates, operating limits, contribution to spinning and quick start fraction

for thermal generators, and capacity factor for renewable generators.

For the case of existing generators, their age at the beginning of the study

horizon and location are also known. For the case of potential generators, the

capital cost and the maximum yearly installation of each generation technol-

ogy are also given. Also given is a set of potential storage units, with speci�ed

technology (e.g., lithium ion, lead-acid, and 
ow batteries), capital cost, power

rating, rated energy capacity, charge and discharge e�ciency, and storage life-

time. Additionally, the projected load demand is given for each location.

We assume that the generators using the same type of technology are ho-

mogeneous, i.e., their design parameters are identical. For example, all the

coal-st-old generators have the same parameters, which can be obtained by per-

forming aggregation on the existing generators that use coal steam turbines.

Note that although the renewable generators of the same technology have the

same design parameters under our assumption, they can have di�erent capacity

factors depending on the weather conditions of the region in which they are

installed.

2.2. Transmission representation

Given are existing and candidate transmission lines between any of the two

neighboring buses. The susceptance, distance, and capacity of each transmission

line are known. For the existing transmission lines, we assume that they will not

reach their life expectancy during the planning horizon, i.e., we do not consider

the retirement of transmission lines. For the candidate transmission lines, the

capital cost of each transmission line is known.

We use DC power 
ow equations to calculate the power 
ow in each trans-

mission line. These equations are built based on Kirchho�'s voltage and current

laws which di�er from the network 
ow model used in the work of Lara et al.

(2018). In the network 
ow model, the transmission network is represented

similarly to pipelines where the 
ows only observe energy balance at each node
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while ignoring Kirchho�'s laws.

2.3. Temporal representation

The GTEP model integrates unit commitment decisions to evaluate the

hourly operation requirements. Given that the planning horizon of the GTEP

problem can be as long as 10 to 30 years, solving the long-term planning problem

with operating decisions in every hour of the planning horizon is intractable.

Therefore, a simpli�cation is needed to make the problem solvable, while repre-

senting the hourly 
uctuations of the load and renewable pro�les.

Several works propose to select a few representative days (Mallapragada

et al., 2018; Teichgraeber and Brandt, 2019; Scott et al., 2019) from the full

data set to represent the hourly 
uctuations. To keep the chronology of the

hourly historical data, the time series for the loads and the capacity factors

corresponding to the same day are concatenated as a single vector, which will

be used as the input to some clustering algorithms, such ask-means, and hier-

archical clustering. After performing the clustering on the full time series data

set, the time series corresponding to the representative days are the centroids

or medoids of the clusters. The details can be found in subsection 5.1.

2.4. Spatial representation

GTEP is typically performed on large scale power systems which consists of

thousands of buses, such as ERCOT, SPP, PJM, MISO, etc. In most cases, it is

intractable for GTEP to model each bus. Therefore, we adopt a similar approach

as in Lara et al. (2018) to reduce the spatial complexity of the problem. The

area of interest is divided into several regions that have similar climate (e.g.,

wind speed and solar incidence over time), and load pro�les. As we describe

in the generation representation subsection, all the generators using the same

technology have the same parameters. On the other hand, for the renewable

generators, the capacity factors are dependent on the location at which they are

installed. We assume that the capacity factors of the renewable generators in

the same region are the same.
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We assume that all the generators and loads are located at the center of

each region. Since each region is treated as one bus in the power 
ow model,

we only consider the tielines between two neighboring regions. We assume that

the two ends of each tieline are the centers of the two regions it connects. All

the tielines are assumed to have the same voltage, susceptance, and capacity.

An example of the proposed spatial representation approach is shown in Figure

1. The ERCOT region is divided into �ve regions, Panhandle, Northeast, West,

South, and Coast. The center of each region is speci�ed as one of the cities in

the region. The existing transmission lines are represented as solid lines while

the candidate transmission lines are represented as dashed lines. Each region

has generator clusters corresponding to di�erent technologies.

The aggregation of the generating units is a simpli�cation of the problem

that may yield suboptimal solution compared with modeling each generator

individually. Such simpli�cation is necessary to make the problem tractable.

In order to obtain a feasible solution to the real physical system, i.e., the unit

commitment decisions of each generator, one could perform a disaggregation

heuristics on the aggregated solution. We will leave developing these heuristics

as future work.

Figure 1: Spatial representation of the �ve ERCOT regions' generator clusters and transmis-
sion lines
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